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Summary

An aneurysm is a localised dilation of an artery wall that is life threatening when ruptured. Iliac artery aneurysms (IAA) may occur in isolation, but often accompany other large artery aneurysms, such as abdominal aortic aneurysms (AAA). For people over 65 years, the prevalence of AAA is high, at approximately 5–6% for men and 1–2% for women. Of the iliac arteries, aneurysms often occur in the common and internal iliac arteries, but are rarely found in the external iliac arteries. These three arteries are in close proximity to each another, and there is no obvious explanation as to why aneurysms form in certain arteries and not others.

The aim of this investigation is to examine the site specificity of aneurysmal disease in the iliac arteries using computational fluid dynamic (CFD) models. The commercial CFD solver, STAR-CCM+ was used to calculate the three-dimensional, unsteady numerical solutions to the Navier-Stokes equations for laminar, pulsatile blood flow through both a healthy and a diseased patient arterial geometry. The modelling methodology focused on commonly-used and recommended practices associated with large artery CFD. The Time-Averaged Wall Shear Stress (TAWSS), maximal wall shear stress and Oscillatory Shear Index (OSI) were investigated and compared with the physical stresses and flow phenomena commonly associated with aneurysmal disease.

The results support the low-flow, or low wall shear stress theory for the site specificity of aneurysmal progression. Only aneurysmal-prone regions are afflicted with areas of TAWSS low enough for the onset of monocyte adhesion; associated with a local inflammatory response and the degradation of the extracellular matrix. Also, the aneurysmal-prone regions show no focal increases in wall shear stress values (that is, there is no indication of ‘high-flow’ aneurysmal progression).

While there are some improvements that should be made to the models, the results provide a strong foundation for future CFD investigations into aneurysmal disease within the iliac arteries.
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## Nomenclature

### List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAA</td>
<td>Abdominal Aortic Aneurysm</td>
</tr>
<tr>
<td>CC</td>
<td>Circumferential Cells</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>GCI</td>
<td>Grid Convergence Index</td>
</tr>
<tr>
<td>IA</td>
<td>Iliac Artery</td>
</tr>
<tr>
<td>IAA</td>
<td>Iliac Artery Aneurysm</td>
</tr>
<tr>
<td>ILT</td>
<td>Intraluminal Thrombus</td>
</tr>
<tr>
<td>NO</td>
<td>Nitric Oxide</td>
</tr>
<tr>
<td>OSI</td>
<td>Oscillatory Shear Index</td>
</tr>
<tr>
<td>PL</td>
<td>Prism Layer</td>
</tr>
<tr>
<td>SMC</td>
<td>Smooth Muscle Cells</td>
</tr>
<tr>
<td>STL</td>
<td>Stereo-Lithography</td>
</tr>
<tr>
<td>TAWSS</td>
<td>Time-Averaged Wall Shear Stress (Magnitude)</td>
</tr>
<tr>
<td>WSS</td>
<td>Wall Shear Stress</td>
</tr>
</tbody>
</table>

### List of Medical Definitions

<table>
<thead>
<tr>
<th>Condition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aneurysm</td>
<td>A local dilation of an artery wall</td>
</tr>
<tr>
<td>Atherogenesis</td>
<td>The formation of sub-intimal plaques (lipid deposits) in the lining of arteries</td>
</tr>
<tr>
<td>Atherogenic</td>
<td>A phenotype that promotes atherogenesis</td>
</tr>
<tr>
<td>Atheroprotective</td>
<td>A phenotype that promotes protection against atherosclerosis/atherogenesis</td>
</tr>
<tr>
<td>Atherosclerosis</td>
<td>A progressive disease characterised by the accumulation of lipids and fibrous elements in the large arteries</td>
</tr>
<tr>
<td>Diastole</td>
<td>The phase of the cardiac cycle where the heart relaxes and blood fills its chambers</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Hypoplastic</td>
<td>Underdevelopment or incomplete development of a tissue or organ</td>
</tr>
<tr>
<td>Leukocyte</td>
<td>Another name for a white blood cell</td>
</tr>
<tr>
<td>Lumen</td>
<td>The inside space of an artery</td>
</tr>
<tr>
<td>Macrophage</td>
<td>Cells produced by the differentiation of monocytes in tissues</td>
</tr>
<tr>
<td>Monocyte</td>
<td>The largest of all leukocytes</td>
</tr>
<tr>
<td>Phenotype</td>
<td>An expression of specific traits pertaining to an organisms genetic make-up and surrounding environment</td>
</tr>
<tr>
<td>Systole</td>
<td>The phase of the cardiac cycle where blood is pumped from the heart to the arteries</td>
</tr>
<tr>
<td>Thrombus</td>
<td>A blood clot</td>
</tr>
</tbody>
</table>
1 Introduction

An aneurysm is a localised dilation of an artery wall which is life threatening when ruptured. Aneurysms in the iliac arteries can occur in isolation, or in association with other large vessel aneurysms, such as abdominal aorta or femoral artery aneurysms (Kirkwood 2013). Large-scale population screening studies of abdominal aortic aneurysms (AAA) show that, for people older than 65 years, the prevalence of an AAA is approximately 5–6% in men and 1–2% in women. In 25% of these cases, sufferers also have aneurysms in one or both common iliac arteries; and in 7% of these cases the sufferers also have aneurysms in the internal iliac arteries (Norman & Powell 2010). Aneurysms are often found in the common and internal iliac arteries, but are rarely found in the external iliac arteries (Figure 1-1) (Norman & Powell 2010).

Figure 1-1: Diagram showing healthy branches of the iliac arteries (a. = artery). (Fitzgerald 2014).
The underlying causes of most aneurysms in medium-to-large arteries are unknown. Specific pathological causes are generally only identified in a small number of cases. Interestingly, the distribution of iliac artery aneurysms (IAA) coincides with those arteries involved in placental circulation (Norman & Powell 2010). Regarding this, both the common and internal iliac arteries are subjected to accelerated structural adaption during early life, which encourages the formation of calcified incrustations in these vessels. This may impair the normal remodelling of these arteries during growth (Meyer & Lind 1972). However, other than this association, the site specificity of aneurysmal disease in the iliac arteries has not been given much attention.

The aim of this investigation is to examine the site specificity of aneurysmal disease in the iliac arteries using computational fluid dynamics (CFD) models. Specifically, the low- and high-flow theories for aneurysmal progression are studied. This includes several important sub-steps:

1) The development of a three-dimensional mesh that ‘accurately’ represents the abdominal aorta – iliac artery domain is developed. The mesh must accurately capture the viscous boundary layer and accurately represent the wall shear stress (WSS) throughout the domain. The chosen mesh should be efficient and minimise the spatial discretisation error.

   To assess the influence that different mesh configurations may have on CFD solutions to arterial flow models, the impacts of different mesh configurations on CFD-modelled pipe-flow are examined. To achieve this, the numerical solutions for different mesh configurations are compared with the analytical, developed flow solution (Section 2).

2) The development and application of meshes for both healthy and diseased patient geometries are created and modelled.

3) The application of boundary conditions and physical approximations that sufficiently represent the expected pulsatile flow field through the patient geometries are applied (as patient-specific waveforms are not available).

The CFD modelling procedures are validated against the CFD ‘best practices’ discussed in Section 1.2.4.
1.1 Literature Review

Arteries consist of several sub-structures or layers: an endothelium, intimal sub-layer, media and adventitia (Figure 1-2). The endothelium is composed of endothelial cells, which line the inside of the artery and are in direct contact with blood flow. The endothelium rests upon a basement membrane, and serves a number of unique biological functions. The intimal sub-layer in adults generally contains a small number of smooth muscle cells scattered within an extracellular matrix, and is separated from the media by the internal elastic lamella (not shown in Figure 1-2) (Libby 2002). The media provides most of an arteries structural support and elasticity as it contains tightly-packed smooth muscle cells (SMC), connective tissue and elastin (elastic fibre). The media is separated from the adventitia by an elastic membrane. The adventitia is composed of connective tissue, nutrient vessels and autonomic nerves (D’Souza 2013).

![Artery diagram (artery cross-section)](Libby 2002)

The site specificity of aneurysmal disease is thought to depend on developmental biology, vascular cell lineage, haemodynamics and anatomic factors (Norman & Powell 2010). The interaction between haemodynamic forces and the vessel wall biology is integral to any hypothesis about aneurysm growth and rupture, as haemodynamic studies have not found evidence to explain the wall failure on a purely mechanical basis (Sforza et al. 2009). There must be an alteration that results in the mechanical weakening of the artery wall over time. For example, the degeneration of endothelial cells and the internal elastic lamella, and the thinning of the medial layer have been observed at aneurysm sites (Sforza et al. 2009).
In adults, the thickness of the elastic lamellae gradually decreases with age (Norman & Powell 2010). When compared with other aortic regions the abdominal aorta has relatively few lamellar units, a smaller cross-section, and a stiffer wall. This increases its exposure to the reflected pressure wave from the periphery, while also subjecting it to higher pulse and systolic pressures (Latham et al. 1985). Furthermore, the abdominal aorta experiences periods of zero and reversed flow direction during diastole, this leads to increased oscillatory WSS and peripheral resistance (Taylor et al. 2002). The peripheral resistance increases the responsiveness of inflammatory and proteolytic pathways, predisposing this segment of aorta to both atherosclerotic and aneurysmal disease (VanderLaan et al. 2004), such that intraluminal thrombus (ILT) is found in over 70% of clinically-relevant AAA (Doyle et al. 2013).

When considering the aforementioned, the relationships between physical-flow phenomena and aneurysmal disease may provide useful insight into the site specificity of IAA.

1.1.1 Haeomodynamics and Arterial Biology

**Plaque Formation and Structural Remodelling**

The propensity for plaque formation at artery bifurcations and curvatures has led to conjectures that local mechanical factors such as WSS and tensile stress potentiate atherogenesis (Glagov et al. 1988). Quantitative evidence suggests that plaques tend to occur where WSS and flow velocities are low, and the flow has departed from a laminar unidirectional pattern. These characteristics increase the residence time of circulating particles in susceptible regions, while, particles are cleared rapidly from regions of relatively high WSS and laminar unidirectional flow (Glagov et al. 1988). The enlargement of arteries occurs as plaques build up; however, the plaque and wall configuration tends to preserve an adequate and regular lumen cross-section, so as to restore baseline levels of WSS. The wall thickness architecture and composition are closely related to the tensile stress (Glagov et al. 1988).

Ultimately, the capacity of the endothelial cells to sense WSS is an important determinant of lumen diameter, and the arteries ability to undergo appropriate structural remodelling. This may be retarded by abnormal or oscillatory haemodynamic conditions. In the presence
of a uniform WSS field, the endothelial cells tend to elongate and align in the direction of blood flow, while, a low, oscillatory WSS field causes irregular endothelial cell shape, and a loss of any particular orientation (Sforza et al. 2009).

**Aneurysmal Progression: High-Flow and Low-Flow Theories**

It is thought that if WSS is increased focally, it may potentially cause a focal enlargement of, and damage to the arterial wall (destructive remodelling and possible aneurysm formation) (Sforza et al. 2009). The high-flow theory for aneurysm growth and rupture then suggests that a vascular endothelium malfunction and/or an abnormal WSS field may cause an overexpression of endothelium-dependent nitric oxide (NO) production. This leads to lower arterial tone, owing to the scarcity and apoptosis (programmed cell death) of SMC (Sforza et al. 2009). This theory is often applied in studies of intracranial aneurysms.

The other main school of thought is the low-flow theory, which suggests that low WSS causes a dysfunction of flow-induced NO. This results in the aggregation of red blood cells and the accumulation and adhesion of platelets (thrombocytes) and leukocytes (white blood cells), causing intimal damage and inflammation, leading to localised degeneration of the aneurysm wall (Sforza et al. 2009).

Once initiated, the mechanical growth of aneurysms could be understood as a passive yield to blood pressure and reactive healing and thickening of the wall with increasing aneurysm diameter (Sforza et al. 2009). The following images (Figure 1-3) show the growth of an AAA (affected by ILT) at locations of low time-averaged WSS.
Figure 1-3: AAA with ILT. Time-averaged WSS and artery diameter plots at two points in time: when the aneurysm was first monitored and 29 months later. The normalised distance (N.D.) begins (0) at the proximal neck and ends (1) distal to the iliac bifurcation. (Doyle et al. 2013).

When considering the low-flow theory, there are a couple of important WSS thresholds that have been related to particular anatomical behaviour:

- A low WSS, below 0.4 Pa, has been found to switch the endothelial cell phenotype from atheroprotective to atherogenic. This promotes lipid deposition and results in a high endothelial cell turnover (Sforza et al. 2009).
- In areas where the WSS is less than 0.36 Pa monocytes (a type of leukocyte) adhere to the endothelium (Hardman et al. 2013), and as the WSS tends towards zero, the
adhesion efficiency increases exponentially (Doyle et al. 2013). Once a monocyte has adhered to the endothelium it penetrates into the artery intima (Hardman et al. 2013). In the intima the monocyte acquires characteristics of the tissue macrophage (Figure 1-4). Macrophage cells serve many functions related to atherosclerosis, including the amplification of the local inflammatory response and degradation of the extracellular matrix (Libby 2002).

Figure 1-4: When the endothelial cells undergo inflammatory activation, they increase their expression of various leukocyte adhesion molecules. The above images shows, the journey taken by a monocyte that is recruited into an artery wall. Once resident in the intima the monocyte acquires characteristics of the tissue macrophage (Libby 2002).

1.1.2 Arterial Branching Structure
Different arterial geometries alter the haemodynamic environment and influence the site specificity of aneurysmal disease. For example, vessel curvature, bifurcation angle, and limited branch diameter have significant influence on local haemodynamics (Norman & Powell 2010). Bifurcations typically cause greater WSS on the inner wall of the bifurcation and lower WSS on the outer wall (Sharp et al. 1982). Furthermore, arteries located proximal to sharp-angled bifurcations or hypoplastic arteries often encounter a rise in turbulence and wall stress (Stijntje et al. 2008).
1.1.3 Methods for Measuring Wall Shear Stress

Time-resolved WSS vectors may be estimated from three-dimensional phase-contrast magnetic-resonance imaging (MRI) data and velocity mapping (Figure 1-5). However, even for relatively simple velocity profiles (absent of noise), MRI estimates of WSS cannot always be assumed to be linearly or even monotonically related to actual WSS. While distinguishing areas of low and moderate WSS may be feasible, high WSS values cannot be resolved (Petersson 2012). For this reason, CFD models have been developed to model the WSS distribution and flow field through patient-specific geometries, although, MRI data provides a useful means to estimate the boundary conditions for, or benchmark the results of CFD models (Papathanasopoulou 2003).

![Figure 1-5: WSS vectors for decelerating flow at an artery bifurcation; (a) estimated directly from MRI; (b) predicted by CFD using MRI data as boundary conditions (Papathanasopoulou 2003).](image-url)
1.1.4 Computational Fluid Dynamics and Haemodynamics

The strategy of CFD is to replace a continuous domain with a discrete domain using a grid (mesh). The governing partial differential equations (typically the Navier-Stokes equations) and boundary conditions are defined in terms of continuous variables, but are approximated in the domain in terms of discrete variables. The entire system is described by a large set of coupled, algebraic equations and solving it is a matrix-inversion problem. Most commercial CFD solvers (including STAR-CCM+) use the finite volume (FV) method to solve the conservation equations within the domain: the solution domain is subdivided into a finite number of cells and the conservation equations are applied to each cell. The centroid of each cell is the computational node, while quantities at cell surfaces are interpolated in terms of cell-center values (Ferziger & Perić 2002, p. 36).

The FV method is conservative by construction, and can accommodate any grid. However, it is not without disadvantage; numerical methods higher than second-order are easier to implement in other solver methods, such as finite difference (FD) schemes (Ferziger & Perić 2002, p. 36). Furthermore, when doing CFD for intra-arterial haemodynamic flows there are a large number of CFD solvers, meshing methods and solution strategies (i.e. physical approximations and boundary treatments) available for consideration (Steinman 2013).

In a 2012 bioengineering CFD challenge, the variability in CFD solutions for pressure and flow in a giant aneurysm were investigated by a wide variety of research groups (Steinman 2013). It found that the choice of CFD solver/solver-method used (i.e. FV, FD, spectral element, finite element) had less influence on the results than the meshing methods and solution strategies implemented. The results also demonstrated that the solution for the pressure drop was consistent across a wide range of CFD solvers and solution strategies. However, for one component of the challenge, the predicted pressure drops varied by up to 60% of the experimental result. Regarding this, the sensitivity of pressure drops to assumed/prescribed flow waveforms was stressed, as well as the general ability for CFD to under-or-overestimate pressure in the presence of flow biases. Furthermore, the same level of consistency found for the predicted pressure drop was not found for the flow pattern. However, the only concrete finding here, was a clear relationship between the ‘time
accuracy’ of the solution and the prediction of flow instabilities. There remains no single way to approach intra-arterial haemodynamics, although there are commonly-used practices.

Another recent, and large, inter-laboratory haemodynamic study examined a range of CFD approaches used to model flow in a nozzle with a sudden expansion (Stewart et al. 2012). Ultimately, twenty-eight groups from around the world submitted simulations and there was little uniformity between the CFD practices and methods used. The study found a large variation in predicted WSS distributions. It was suspected that variations of wall treatments, boundary conditions, viscous mesh spacing and convergence criteria contributed to the wide spread of results. The study identified a list of CFD ‘best practices’ (which will be further discussed below), specifically:

1) The selection of material models and other problem specifications must be correctly identified and quantified.
2) If a turbulence model is used, the choice of the model and parameters used must be justified.
3) The boundary conditions must also be correctly identified and quantified.
4) Mesh cell types should be chosen with knowledge that different cell types have different numerical characteristics.
5) An anisotropic boundary-layer mesh should be implemented to re-solve the viscous flow effects. Regarding this, the mesh spacing should be justifiable via physical reasoning.
6) The solution must numerically converge.
7) A proper mesh refinement study should be performed (preferably by doubling and quadrupling the mesh density). Reasonable variables should be chosen for convergence monitoring, and there should be a logical rationale for choosing the ‘best’ mesh.
8) If applicable, existing theoretical solutions should be used as bench-mark validation data (especially when experimental data or comparable models are unavailable).
The Navier-Stokes Equations

The Navier-Stokes equations are the governing equations for a viscous, heat conducting fluid. They are obtained by applying Newton's second law to a fluid element (Equation (1.1)) and are supplemented by the mass conservation equation (Equation (1.2)) (Wesseling P 2001). The Navier-Stokes equations assume that the fluid behaves as a continuum, such that it is infinitely divisible and there are no atoms or molecules. The general forms of the Navier-Stokes are seen below in Cartesian tensor notation and the Einstein summation convention (Sodja 2007):

\[
\rho \left[ \frac{\partial \bar{u}_i}{\partial t} + \bar{u}_j \frac{\partial \bar{u}_i}{\partial x_j} \right] = -\frac{\partial \bar{p}}{\partial x_i} + \frac{\partial \bar{T}_{ij}^{(v)}}{\partial x_j} + \bar{f}_i \tag{1.1}
\]

\[
\left[ \frac{\partial \bar{p}}{\partial t} + \bar{u}_j \frac{\partial \bar{p}}{\partial x_j} \right] + \rho \frac{\partial \bar{u}_i}{\partial x_i} = 0 \tag{1.2}
\]

where,

\( \bar{u}_i(\bar{x}, t) \) is the \( i^{th} \) component of the velocity at a point in three-dimensional space,

\( [\bar{x}]_i = x_i \), and at time, \( t \).

\( \bar{p}(\bar{x}, t) \) is the static pressure,

\( \rho \) is the fluid density,

\( \bar{T}_{ij}^{(v)}(\bar{x}, t) \) is the viscous stress tensor and

\( \bar{f}_i \) represents external force.

The variables with tildes are considered instantaneous quantities.

1) Material Models: The Navier-Stokes Equations for an Incompressible Newtonian Fluid

Blood is a non-Newtonian fluid, that is, its viscosity (\( \mu \)) varies with shear rate (velocity gradient). However, the Newtonian model, constant viscosity (\( \mu_0 \)), is commonly used when approximating blood flow within large arteries (Sforza et al. 2009). Furthermore, most CFD-modelling approaches approximate blood flow as an incompressible fluid (Sforza et al. 2009), where a fluid may be considered as incompressible for small Mach numbers, less than 0.3 (Ferziger & Perić 2002, p. 2). These approximations provide welcome
simplifications to the Navier-Stokes equations (see Equations (1.3) and (1.4)). Although, for some aneurysmal flows, the Newtonian approximation may not be entirely justified, as slow-flow regions present non-Newtonian behaviour (Sforza et al. 2009).

The Navier-Stokes equations for incompressible, Newtonian fluids are (Sodja 2007):

\[
\rho \left[ \frac{\partial \vec{u}_i}{\partial t} + \vec{u}_j \frac{\partial \vec{u}_i}{\partial x_j} \right] = - \frac{\partial \vec{p}}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu_0 \frac{\partial \vec{u}_i}{\partial x_j} \right) + \vec{f}_i \quad (1.3)
\]

\[
\frac{\partial \vec{u}_i}{\partial x_i} = 0 \quad (1.4)
\]

When the flow is incompressible, the derivative of the density is zero, and the mass conservation equation, Equation (1.2), simplifies to Equation (1.4). Furthermore, the simplified form of the momentum equation, (1.3), easily conveys the relationship between the viscous stresses, viscosity and the velocity gradient \((\tilde{T}^{(v)}_{ij} \equiv \mu_0 \frac{\partial \vec{u}_i}{\partial x_j})\). The WSS is the viscous stress induced at the wall due to the rate of change of velocity parallel to the wall, in the direction normal to the wall.

2) Modelling Turbulence and Viscous Flow Regimes

When using CFD techniques to model AAA, the size and time-dependence of the models makes the direct numerical simulation of the Navier-Stokes equations (for all cases) at all length and time-scales extremely computationally expensive (Sodja 2007). Alternatively, a viscous flow regime/model (i.e. laminar or turbulence) may be used as closure to a set of decomposed Navier-Stokes equations. In doing this the solution may then be solved, with stability, on a coarse grid.

The flow in an AAA is undoubtedly turbulent during late systole (Les et al. 2010). However, laminar models are often used when doing CFD in AAA, as the time-dependent flow is predominantly characterised by Reynolds numbers of less than 2000 (developed turbulent flow is not present) (Patel 2011). The Reynolds number describes the ratio of inertial forces to viscous forces. Laminar flow occurs at low Reynolds numbers, where viscous forces are dominant, and there is smooth, constant fluid motion, while, turbulent
flow occurs at high Reynolds numbers, where the flow is dominated by inertial forces, which tend to produce flow instabilities (Patel 2011).

When using a laminar model in CFD, turbulence is not accounted for, and the occurrence of physical instabilities cannot be relied on as an accurate indication of the transition to turbulence. In addition, numerical instabilities can arise from simulating laminar flows at Reynolds numbers that are too large. On the other hand, when using turbulence models in low-Reynolds number simulations, the onset of turbulence in the viscous boundary layer cannot be predicted reliably by the turbulence model itself (CD-adapco 2014); a transitional flow model must be coupled with a turbulence model to estimate this.

3) Boundary Conditions
In arteries, the flow and pressure waves are damped, dispersed and reflected due to change in vessel size, tissue properties or branch points. The solution to large-artery models is highly dependent on the outflow boundary conditions used to represent the down-stream vascular bed (Vignon-Clementel et al. 2006). In most three-dimensional models the flow distribution and/or pressure field is unknown. In order to overcome this, the solution may be coupled at the outflow boundaries with lumped-parameter or one-dimensional models of the respective downstream domain (Vignon-Clementel et al. 2006). Despite this, the majority of studies use prescribed pressure and flow boundary conditions, which can result in non-physiologic pressure and/or flow fields (Les et al. 2010).

Fluid-structure interaction algorithms have been developed to incorporate wall compliance into vascular CFD models. However, it is a challenging problem because it depends on knowledge about the distribution of wall thickness, wall elasticity, and the intra-arterial pressure waveform. Many CFD studies of haemodynamics do not consider the vessel-wall compliance; its influence on in vivo intra-aneurysmal flow patterns is not entirely understood (Sforza et al. 2009). The pulsation of the wall has been measured using dynamic angiography images and non-rigid registration algorithms. When imposed as a boundary condition in CFD models the main characteristics of the flow patterns (such as the complexity and stability of the intra-aneurysmal flow pattern) are not significantly altered. However, velocity and WSS are affected by the wall motion (Sforza et al. 2009).
4) Selecting CFD Mesh Types

Tetrahedral meshing was the first fully-automated volume meshing method. It is an unstructured meshing method, which means that the cells or control volumes may take any shape and there is no restriction on the number of neighbour elements or nodes (Ferziger & Perić 2002, p. 29). Tetrahedral meshes are often used when meshing AAA (Doyle et al. 2013; Les et al. 2010). However, they are not the only common option used for irregular geometries. Comparisons in many practical tests have verified that with polyhedral meshes, one needs about four-times fewer cells, half the memory and a fifth to a tenth of computing time than for tetrahedral meshes to reach solutions of the same accuracy (Perić 2004). In a polyhedral mesh the higher number of neighbouring cells allows for better approximation of local gradients and flow distribution. Furthermore, the major advantage of a polyhedral mesh is that the simplest approximations (linear interpolation, central difference, midpoint rule) are applicable and provide accuracy close to that of a structured mesh (i.e. a uniform hexahedral mesh) (Perić 2004).

5) Anisotropic Boundary-Layer Mesh Refinement

To understand the purpose of boundary-layer mesh refinement, a clear understanding of the physical boundary layer and how it varies is imperative. When considering the velocity field, the viscous boundary layer is commonly defined as the region between the domain wall and the point at which the flow reaches the free-stream velocity (Abernathy 1968). Approaching a static, no-slip boundary, the fluid deceleration is transferred from one fluid layer to another via the viscosity (Abernathy 1968). Viscosity acts through the mechanism of molecular diffusion to spread out the vorticity as the flow propagates, such that, in an oscillatory flow field the viscous boundary layer remains thin and characterised by steep velocity gradients (Abernathy 1968). As the WSS is proportional to the velocity gradient at the wall, the accuracy with which the viscous boundary layer is captured by the mesh has direct implications on the flow phenomena associated with the site specificity of aneurysmal disease.

To numerically resolve the viscous boundary layer the mesh near the wall is refined and structured into a number of sub-layers, such that there is a progressive decrease in the mesh size approaching the artery wall. The aim is to smoothly discretise the near-wall velocity accurately and predict the rapid change in gradient. Regarding this, the methodology used
for the progressive refinement of the boundary-layer mesh should have functional relevance to the velocity field (Sazonov & Nithiarasu 2012).

![Diagram of velocity boundary-layer transition on a flat plate.](image)

Figure 1-6: Velocity boundary-layer transition on a flat plate. The turbulent boundary layer is made up of three distinct regions (Cotrell 2014).

The nature of the boundary-layer refinement also depends on the development of turbulence in the domain (Figure 1-6). For laminar flow the boundary-layer fluid motion is highly ordered, while fluid motion in the turbulent boundary layer is highly irregular and is characterised by velocity fluctuations. These turbulent fluctuations result in increased fluid mixing causing thicker boundary layers with flatter velocity, concentration and temperature profiles (Cotrell 2014). The velocity gradient of a turbulent boundary layer is greater close to the wall, and therefore higher WSS may be generally expected in turbulent conditions (Abernathy 1968).

A turbulent boundary layer is also less likely to separate. Boundary-layer separation is the occurrence of flow reversal at the wall relative to the free-stream flow direction; these zones encounter instances of zero WSS. Boundary-layer separation occurs when there is a large pressure gradient (Abernathy 1968); this may occur at regions of flow expansion, i.e. entering an aneurysm. Ultimately, the three-dimensional interchange between regions of high and low momentum in the turbulent boundary layer allows larger, more unfavourable pressure gradients to be withstood (Abernathy 1968).
6) Numerical Solution Convergence

The solution of a CFD simulation is an iterative process. The solution values for mass, momentum and other quantities change from one iteration to next. Given that the physical assumptions, boundary conditions and mathematical models being used are sound; an appropriate number of iterations should be executed to converge the solution. There are plenty of examples where an un-converged solution does not obviously show non-physical results (CD-adapco 2014).

In CFD the residuals are typically the normalised, iterative errors of the transport equations (mass and momentum). It is recommended that the numerical solution should converge via residual reductions and monitoring of physically-relevant fluid flow quantities. For steady flow simulations (typically time-independent problems) a residual drop of three orders of magnitude is usually sufficient for an engineering analysis (Stewart et al. 2012). However, this threshold should be considered alongside the method used to normalise the residuals. Furthermore, lower-order numerical schemes have a stabilising effect on the solution and tend to bring the residuals down (the discretisation error is more dissipative than dispersive) (CD-adapco 2014). For unsteady simulations, iterative convergence should occur within each time-step (implicit unsteady solver). Typically, if the time-step is large, then a greater number of inner iterations are required to converge the solution (CD-adapco 2014); as any time-dependent boundary conditions would have varied greatly.

7) Mesh Refinement

A mesh refinement study investigates how the solution, notably variables of interest and importance (i.e. WSS), vary with the level of mesh refinement. In the CFD community, mesh discretisation error estimation is a requirement to publish numerical results in many journals (ASME Fluids Engineering Journal included) (Schwer 2008). Regarding this, the use of the Grid Convergence Index (GCI) method is encouraged (Celik et al. 2012). The GCI estimates the relative error between a grid solution and an unknown exact solution (Schwer 2008) and offers sufficient understanding of how well the mesh size is capturing the flow (or an aspect of it) (Mohamed et al. 2009).

The solution on at least three different meshes is required to calculate the GCI. The formulae below (Equations (1.5) and (1.6); Schwer 2008) calculates the GCI for a constant
grid refinement ratio \((r)\) (i.e. the increase in mesh density is the same between mesh refinements).

\[
GCI = \frac{f_2 - f_1}{f_1 \cdot (r^p - 1)} \approx \frac{f_{exact} - f_1}{f_1}
\]  
(1.5)

Where, \(p\) is the order of convergence and \(f\) is the solution value for a particular mesh/grid (\(f_1\) denotes the finest grid solution).

\[
p = \frac{\log \left( \frac{f_3 - f_2}{f_2 - f_1} \right)}{\log(r)}
\]  
(1.6)

8) Validation

In the absence of patient-specific data, the unique geometries used in cardiovascular CFD make the validation of results difficult. A number of recommended practices are as follows:

- Ensure that the results are reasonable or intuitive from a fluid mechanics point of view.
- Compare the results with experimental results/waveforms found for patients afflicted with similar cardiovascular diseases.
- Use existing analytical solutions to the Navier-Stokes equations for similar geometries to benchmark results (e.g., steady and unsteady pipe flow) (Stewart et al. 2012).
2 Initial Work

Before modelling the arterial geometries, the commercial CFD solver STAR-CCM+ (v9.07) (CD-adapco Group) was used to compare the numerical solution of the Navier-Stokes equations with the analytical solution for fluid flow through a straight, circular pipe section. The numerical solution was calculated for a number of different meshes. The results convey the mesh dependence of the steady, developed, laminar flow that was analysed.

Although the flow addressed here is not characteristic of pulsatile flow through an artery, this study indirectly highlights the level of uncertainty that is expected when solving for laminar/viscous flow on relatively coarse meshes.

Due to the geometric similarity to an artery branch, this pipe-flow study provides an assessment of the meshing methodology that is used for the arterial geometries modelled in Section 3. It contributes to an understanding of the effect that different meshing parameters have on the accuracy of the solution.

STAR-CCM+ was chosen as the CFD solver as it, and other CD-adapco products have the unique ability to both create and solve upon arbitrary polyhedral meshes. The solver is capable of accepting any n-sided polyhedron; however, the mesher automatically creates high-quality polyhedral meshes (CD-adapco 2014). (The advantage of polyhedral meshes has already been discussed in Section 1).

2.1 Process

The following subsections describe the model formation.

2.1.1 Geometry and Boundary Conditions

The diameter of the cylinder is 8mm, which is similar to the size of an external iliac artery (Kahraman, et al. 2006). The length of the cylinder is 2mm. The sides of the cylinder are characterised by a no-slip, rigid wall boundary. The inlet and outlet boundaries are coupled by a fully-developed periodic interface (the flow that leaves the outlet enters the inlet). A constant mass flow rate ($\frac{dm}{dt}$) is specified between these interface boundaries such that the
flow has a Reynolds number \((Re)\) of 1500. The Reynolds number equation for flow in a pipe (Wood 1999) may be expressed as:

\[
\frac{dm}{dt} = \frac{Re \cdot \mu \cdot A}{D}
\]

(2.1)

where,

\(D\) is the cylinder diameter,

\(A\) is the cylinder area, and

\(\mu\) is the dynamic viscosity.

The Reynolds number used is sufficiently large so that the velocity gradients are not an under-representation of those found in large arteries \((Re \approx [500 \, 2000]; Ahmed \& Giddens 1983)\).

2.1.2 Physical Approximations

The fluid, blood, is considered to be incompressible and Newtonian with a density of 1050 kg/m\(^3\) and dynamic viscosity of 0.0035 Pa\(\cdot\)s (Doyle et al. 2013). The steady, laminar flow model is used as the boundary conditions are time-independent and no flow instabilities are expected. The segregated flow solver is used as the fluid is incompressible; the pressure and velocity components are un-coupled and solved separately (CD-adapco 2014).

2.1.3 Initial Conditions

The initial condition for the velocity \((v)\) normal to the inlet/outlet boundaries is set to the Hagen-Poiseuille theory for fully-developed, steady, laminar flow in a straight, circular pipe (Schlichting 1979, p. 85):

\[
v(r) = -\frac{1}{4\mu} \frac{dp}{dx} (R^2 - r^2), \quad r \in [0,R]
\]

(2.2)

where,

\(R\) is the radius of the pipe,

\(\mu\) is the dynamic viscosity, and

\(\frac{dp}{dx}\) is a constant pressure gradient.
The free-stream velocity (for this flow theory) is half the maximum velocity (Schlichting 1979, p. 85); using this relationship the pressure gradient is calculated as:

\[
\frac{dp}{dx} = \frac{8\mu}{\rho \cdot A \cdot R^2} \frac{dm}{dt}
\]

Equation (2.2) is an exact solution of the Navier-Stokes equations that remains true while the Reynolds number is below 2300 (Schlichting 1979, p. 85).

The initial pressure is set to 0 Pa; the reference pressure is 1 atm. If the numerical solution is perfectly accurate the solution will temporarily diverge from the parabolic Hagen-Poiseuille velocity distribution as the pressure/pressure gradient is corrected against the initial conditions.

2.1.4 Meshing

A number of meshes were created to test the dependency of the velocity solution on both the surface size (circumferential cell count) and the number of structured boundary-layer cells, or ‘prism layers’. For each mesh constructed, the core-mesh is composed of polyhedral cells (Figure 2-1). The automated (or semi-automated) meshing process is as follows (Maley 2012):

1) The surface is re-meshed prior to volume generation. Executed according to the specified target surface size (and/or maximum/minimum surface size).
2) The automated volume-mesher then subtracts the total thickness of the prism-layer mesh (specified) from the boundary, creating an offset surface mesh.
3) The polyhedral mesh is created within the volume bounded by this offset surface mesh. Key parameters used to control the polyhedral mesh include the maximum cell size, mesh density and expansion rate.
4) The last step is the extrusion, and creation, of the prism-layer mesh from the offset surface toward the boundary. Key parameters used to control the prism-layer mesh are the aforementioned prism-layer thickness, number of prism layers and prism-layer stretching.
It should be noted that the irregular shape of polyhedral cells makes them inefficient for a pipe-flow problem like this where the flow is uniaxial (personal communication Ewing, P, CD-adapco support engineer). However, as a polyhedral mesh will be used for the arterial models (Section 3) it is applied here.

Figure 2-1: Mesh scene showing the volume mesh (at the mid-plane) in blue and the cylinder surface (volume) mesh in grey for Mesh ‘1’ (Table 2-1 and Table 2-2).

*Surface Mesh Size*

The target surface size, a dependent variable, is altered so that the circumferential surface cell count is 30, 45, 60 or 90.

*Polyhedral Mesh Parameters*

The maximum polyhedral cell size is kept constant at 5% of the radius ($R$), the polyhedral expansion rate is 1.0 (default), and the polyhedral mesh density is 4.0. At this mesh density, the number of polyhedral cells constructed is 4.0 times the default quantity.
**Boundary-Layer Mesh Refinement**

The thickness of the prism-layer mesh \((t_{pl})\) is specified as the distance from the boundary surface to the Hagen-Poiseuille free-stream velocity (half the maximum velocity magnitude):

\begin{equation}
    v(R - t_{pl}) = \frac{1}{2} v_{max},
\end{equation}

\begin{equation}
    - \frac{1}{4\mu} \frac{dp}{dx} \left( R^2 - (R - t_{pl})^2 \right) = - \frac{1}{8\mu} \frac{dp}{dx} R^2,
\end{equation}

\begin{equation}
    t_{pl} = \left(1 - \frac{1}{\sqrt{2}}\right) R
\end{equation}

For this study, the number of prism layers is 5, 10 and 20. For each of these cases a linear prism-layer stretching parameter is set so that prism-layer mesh is progressively refined according to Hagen-Poiseuille theory. The goal is to have the same change in velocity across each prism layer so that the viscous boundary layer may be smoothly discretised. Equation (2.7) below relates the velocity at the inner edge of the wall-adjacent prism layer \((v(t_1))\) to the velocity at the inner edge of the innermost prism layer, the free stream velocity.

\begin{equation}
    n \cdot (v(R - t_1)) = \frac{1}{2} v_{max},
\end{equation}

where,

- \(n\) is the number of prism layers, and
- \(t_1\) is the thickness of the wall-adjacent prism layer.

Expanding we get:

\begin{equation}
    n \cdot \left[- \frac{1}{4\mu} \frac{dp}{dx} \left( R^2 - (R - t_1)^2 \right) \right] = - \frac{1}{8\mu} \frac{dp}{dx} R^2,
\end{equation}

and solving gives \(t_1\),
To calculate the desired linear prism-layer stretching parameter ($S$), Equation (2.10) must be solved. This equation relates $t_1$, to $t_{pl}$, previously denoted as the total prism-layer mesh thickness.

$$t_1 = \left( \sqrt{1 + \frac{1}{2n}} - 1 \right) R \tag{2.9}$$

$$t_1 \cdot \sum_{i=0}^{n-1} (S^i) = t_{pl} \tag{2.10}$$

To solve this equation an algorithm was written and implemented in MATLAB (The Mathworks Inc.); see Appendix A.

**List of Meshes and Meshing Parameters**

In total, six different meshes are created; their parameters are listed in Table 2-1 and Table 2-2.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$\Delta S$</th>
<th>$n$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2\pi R/90$</td>
<td>20</td>
<td>1.0170</td>
</tr>
<tr>
<td>2</td>
<td>$2\pi R/60$</td>
<td>20</td>
<td>1.0170</td>
</tr>
<tr>
<td>3</td>
<td>$2\pi R/45$</td>
<td>20</td>
<td>1.0170</td>
</tr>
<tr>
<td>4</td>
<td>$2\pi R/30$</td>
<td>20</td>
<td>1.0170</td>
</tr>
<tr>
<td>5</td>
<td>$2\pi R/45$</td>
<td>10</td>
<td>1.0374</td>
</tr>
<tr>
<td>6</td>
<td>$2\pi R/45$</td>
<td>5</td>
<td>1.0913</td>
</tr>
</tbody>
</table>

Table 2-1: Dynamic meshing parameters: $\Delta S$, $n$ and $S$ denote the target surface size, number of prism layers and prism-layer stretching, respectively.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$P_{ER}$</th>
<th>$p_p$</th>
<th>$P_{max}$</th>
<th>$t_{pl}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:6</td>
<td>1.0</td>
<td>4.0</td>
<td>0.05$R$</td>
<td>$\left(1 - \frac{1}{\sqrt{2}}\right) R$</td>
</tr>
</tbody>
</table>

Table 2-2: Constant meshing parameters: $P_{ER}$, $p_p$, $P_{max}$ and $t_{pl}$ denote polyhedral expansion rate, polyhedral mesh density, maximum polyhedral cell size and prism-layer mesh thickness, respectively.
2.1.5 Monitoring Steady State Convergence

In STAR-CCM+ the absolute error in the solution of each transport equation is recorded at every cell. The root-mean-square of these values are calculated after each iteration; denoted as absolute residuals. The (default) residual of the solution is defined as the absolute residual at the current iteration divided by the maximum absolute residual that occurred within the first five iterations (CD-adapco 2014).

The solution for each mesh is run until the difference between the maximum velocity and theoretical maximum velocity begins to show clear signs of asymptotic convergence, and the continuity (mass) and momentum residuals are below $10^{-3}$.

2.2 Results and Discussion

The plots below contain the node-interpolated velocity profiles monitored across the diameter for the six different meshes. Figure 2-2 shows the results for meshes with 90, 60, 45 and 30 circumferential surface cells (CC) and 20 prism layers (meshes 1, 2, 3 and 4 (Table 2-1)), while, Figure 2-3 shows the results for meshes with 20, 10 and 5 prism layers (PL) when the circumferential surface cell count was fixed at 45 (meshes 3, 5 and 6 (Table 2-1)).
Figure 2-2: Node-interpolated velocity profiles for meshes with 90, 60, 45 and 30 circumferential surface cells (CC) and 20 prism layers plotted against the distance from the centreline of the pipe. (R is the radius).

Figure 2-3: Node-interpolated velocity profiles for meshes with 45 circumferential surface cells and 20, 10 and 5 prism layers (PL) plotted against the distance from the centreline of the pipe. (R is the radius).
For all meshes, the solution of velocity could not capture/maintain the Hagen-Poiseuille flow profile. Altering the number of prism layers resulted in a negligible change in the velocity profile, as shown in Figure 2-3. However, the transition to the polyhedral mesh from the prism layer mesh is slightly smoother for the solutions with 10 and 20 prism layers (more continuity in mesh size) compared with the solution with 5 prism layers.

The variation from the theoretical maximum velocity is -6.17%, -7.80%, -9.51% and -17.96% for the meshes with 90, 60, 45 and 30 circumferential cells respectively, as shown in Figure 2-2. Furthermore, when 30 surface cells discretise the circumference there is a significant loss in smoothness, and the cross section noticeably resembles the polygon that it is, rather than a continuous circle.

It is reasonable to assume that a further increase in the circumferential surface cell density would not significantly increase the accuracy of the solution unless it forced a decrease in the size of the polyhedral cells. Ultimately, a circumferential surface cell count of 45 provides an efficient solution, as doubling it provides only a marginal increase in the peak velocity and (more importantly) a negligible change in the near-wall velocity gradient. This is closely related to a sufficient discretisation of the initial circular exterior, rather than the inner volume. Thus, a similar level of surface refinement should be implemented in the arterial models, and the relationship between the polyhedral mesh density and the mesh discretisation error should be explored.
3 Arterial Modelling

The commercial CFD solver STAR-CCM+ (v9.07) was used to calculate unsteady numerical solutions to the Navier-Stokes equations for pulsatile blood flow through two different arterial geometries. A mesh convergence study was undertaken, and both the time-averaged magnitude of wall shear stress (TAWSS) and the oscillatory shear index (OSI) were investigated. These quantities were compared with physical stresses and flow phenomena associated with aneurysmal disease.

3.1 Process

3.1.1 Geometries

The healthy and diseased geometries were created from computed tomography (CT) scans (Figure 3-1). These geometries were provided as stereo-lithography (STL) files by the author’s supervisor, Barry J. Doyle, and are the starting point of the arterial modelling process. The diseased geometry contains a large AAA, common IAA and internal IAA. The accuracy of a CT scan is limited by the pixel size and slice thickness (1mm and 3mm respectively), and consequently, a number of minor arteries were not included in the geometries. These include the inferior mesenteric artery connecting to the aorta and a number of arteries that branch from the internal iliac artery (see Figure 1-1, Section 1).
Figure 3-1: Healthy and diseased geometries looking at the front (side) of the body (partially labelled). Note the presence of the internal iliac artery (Int. IA) bifurcations in the healthy geometry, but in not the diseased geometry. Also, note the locality of the aneurysms in the diseased geometry.

When the healthy geometry (STL file) was imported into STAR-CCM+ it had a concentration of manifold faces and edges at one of the iliac bifurcations. The volume was unable to mesh. These were manually fixed, so that the geometry closely resembled the other healthy iliac bifurcation (Figure 3-2).
3.1.2 **Meshing**

For both the healthy and the diseased geometry the meshing procedure used is similar to the procedure used in Section 2. The core-mesh is constructed using polyhedral cells, a prism-layer mesh is used to discretise the boundary-layer region, and the surface is re-meshed prior to volume generation to control the surface size/circumferential surface mesh density. A mesh study is undertaken where the GCI is used to analyse the convergence of WSS parameters with mesh density. For both the healthy and the diseased geometries, the solution is calculated for three different mesh sizes, ‘coarse’, ‘medium’ and ‘fine’. The number of prism layers and the polyhedral mesh density is doubled with each mesh refinement, while the surface size is fixed. The GCI is calculated according to the change in
mesh density within the prism layer and polyhedral mesh, such that the grid refinement ratio used is considered constant and equal to two.

The following sub-sections discuss the inputs used by the surface, polyhedral, and prism-layer ‘meshers’ in STAR-CCM+.

**Surface Mesh Size and Prism-Layer Thickness**

These meshing parameters are controlled within different regions (using STAR-CCM+’s ‘Volumetric Controls’) so that the prism-layer thickness and surface size for each artery branch may be set relative to the average radius of the artery branch ($R_{av}$). The average radius is estimated by relating the internal volume of each artery branch (away from the bifurcation regions) to the volume equation for a circular cylinder.

Each artery branch has approximately 50 surface cells discretising its circumference and a prism-layer mesh thickness equivalent to the fluid boundary layer of fully developed laminar flow in a pipe (see Section 2). The bifurcation regions are assigned the mesh properties of the smallest proximal artery to increase the local mesh density, as these regions will encounter higher velocity gradients.

**Polyhedral Mesh Parameters**

The maximum polyhedral mesh size is kept constant at 10% of the estimated average artery radius ($R_{av}$) and the polyhedral expansion rate is set to 1.0 (default). The polyhedral mesh density is set to 1.0, 2.0 or 4.0, for the ‘coarse’, ‘medium’ and ‘fine’ meshes.

**Boundary-Layer Mesh Refinement and Considerations**

The number of prism-layers is set to 5, 10 or 20, for the ‘coarse’, ‘medium’ and ‘fine’ meshes. Furthermore, as the flow is now oscillatory the fluid boundary-layer size is dynamic and there are higher velocity gradients close to the wall. Thus, the thickness of the prism-layer mesh used is excessive, although, the prism-layer cells provide a more efficient discretisation of the space than the polyhedral cells. To accommodate for the higher gradients close to the wall, the prism-layer stretching is increased compared with the values used in Section 2: the innermost prism layer is now twice the thickness of the layer proximal to the wall. That is:
\[ S = 2^{\left(\frac{1}{n-1}\right)} \]  \hspace{1cm} (3.1)

where,

\( S \) is the linear prism-layer spacing parameter, and
\( n \) is the number of prism layers.

**Polyhedral and Prism-Layer Mesh Figures**

- Figure 3-3 shows a vertical mesh threshold-section through the lower abdominal aorta and upper common iliac arteries of the diseased geometry. The purpose of the figure is to outline the refinement at the bifurcation regions, as well as show the refinement of the mesh relative to the arterial radius.
- The cross-section of the ‘fine’ mesh for the diseased geometry is shown in Figure 3-4. This cross-section more closely shows the prism-layer mesh and progressive prism-layer mesh refinement.

Figure 3-3: Diseased geometry mesh threshold demonstrating the relationship between cell-size and branch diameter, as well as the local refinement at bifurcation regions.
Figure 3-4: Diseased geometry: aortic cross section showing the ‘fine’ mesh density. Note: for this mesh, the thickness of the prism-layer elements adjacent to the artery wall is within the range of 16 to 180 μm, throughout the diseased geometry.

**Inlet and Outlet Extensions**

The inlet and outlets boundaries of both models are extended using the mesh extrusion feature in STAR-CCM+ (Figure 3-5) (forming prism-type cells). An inlet extension allows the flow profile to physically develop before entering the arterial geometry (Wood 1999) (Figure 3-6), while an outlet extension isolates any non-physical behavior near the boundary (i.e. uniform flow) from interfering with the rest of the flow field (areas of interest) (Hardman et al. 2013). The inlet extension length \( L \) is calculated using Wood’s unsteady flow method (Wood 1999):

\[
L = r \cdot \frac{Re}{\alpha^2}
\]  

(3.3)

where,

- \( Re \) is the Reynolds number,
- \( r \) is the inlet radius, and
- \( \alpha \) is a parameter of harmonic, pulsatile flow.

The higher \( \alpha \) is, the more the velocity profile varies (is flattened) from the developed parabolic distribution seen in Section 2, and, the length required to develop the profile is
reduced. In the human aorta, $\alpha$ is equal to approximately 15–20 (Wood1999). The Reynolds number is estimated using the equation for flow in a pipe (Equation (2.1)). To ensure that the inlet blood flow is always well developed, the entrance length is calculated for peak flow conditions, 0.15 kg/s (Doyle et al. 2013) and $\alpha = 15$. The result is an inlet extension length of 120 mm for both models. Furthermore, the outlets were extended by 11 times their respective diameter. An outlet extension greater than 10 times the outlet diameter is thought to be sufficient when doing large artery CFD (Hardman et al. 2013). Note, it is also encouraged/efficient to progressively elongate the cells in the mesh extensions when the flow near the boundaries is (or will be) uniaxial. This is done such that the last extruded layer is eight times the thickness of the first (Figure 3-5).

Figure 3-5: Diseased inlet: Mesh extrusion. Note the progressive elongation of the extruded layers approaching the inlet boundary. The outlet boundary extensions can be seen in Figure 3-7 (p. 39).
Figure 3-6: Inlet viscous flow development: The velocity profile at line-probe B is characteristic of the expected flow profile when ($\alpha \approx 15$) (Wood 1999), before the downstream geometry/flow-field begins to influence direction of the developing flow (line-probe C). (These results were calculated using the diseased geometry and steady-flow solver at peak flow/systole (0.15 kg/s (see Figure 3-9)) using the ‘fine’ mesh, and Newtonian and incompressible fluid approximations).

**Mesh Validity**

For both geometries, none of the cell faces in any of the meshes were invalid (i.e. faces pointing towards their centroid) and the aspect ratio of the volumes cells\(^1\) is only found to approach zero (highly stretched) near the boundaries (where the mesh is purposely elongated along the axis of flow) (Figure 3-7).

---

\(^1\) The cell aspect ratio is used to identify regular polygonal cells from skewed or stretched cells. A value of 1 indicates that the cell is a regular polygon, and a value close to 0 would represent a highly stretched cell. (Cd-Adapco 2014)
Figure 3-7: Diseased geometry, ‘fine’ mesh: Cell Aspect Ratio function across the volume-rendered domain showing the general trend found regarding Cell Aspect Ratio.

List of Meshes and Meshing Parameters

The meshing parameters for both geometries are in Table 3-1, Table 3-2 and Table 3-3. As mentioned, the meshing methodology was specified relative to the average radius of each artery branch (R_{av}), or the smallest proximal artery branch in the case of bifurcating regions.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>P_p</th>
<th>n</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘coarse’</td>
<td>1.0</td>
<td>5</td>
<td>1.1892</td>
</tr>
<tr>
<td>‘medium’</td>
<td>2.0</td>
<td>10</td>
<td>1.0801</td>
</tr>
<tr>
<td>‘fine’</td>
<td>4.0</td>
<td>20</td>
<td>1.0372</td>
</tr>
</tbody>
</table>

Table 3-1: Dynamic meshing parameters: P_p, n and S denote polyhedral mesh density, number of prism layers and prism-layer stretching, respectively.
Table 3-2: Constant meshing parameters/relationships: $P_{ER}$, $\Delta S$, $P_{max}$ and $t_{pt}$ denote the polyhedral expansion rate, surface size, maximum polyhedral cell size and prism-layer thickness. As mentioned, the surface size is a fiftieth of the estimated circumference, and the relative prism-layer thickness is that of the Hagen-Poiseuille flow, discussed in Section 2.

<table>
<thead>
<tr>
<th>Mesh All Mes...</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{ER}$</td>
</tr>
<tr>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 3-3: Mesh extrusion parameters/relationships: $D$ is the outlet diameter; Layer Spacing is the thickness ratio of the last and first layers; and Extrusion Type is the direction of the extrusion.

**Mesh Extrusion Type**

<table>
<thead>
<tr>
<th>Extrusion Type</th>
<th>Extrusion Length</th>
<th>Layer Spacing</th>
<th>Extrusion Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet</td>
<td>120 mm</td>
<td>8.0</td>
<td>‘Average Normal’</td>
</tr>
<tr>
<td>Outlet</td>
<td>11D</td>
<td>8.0</td>
<td>‘Average Normal’</td>
</tr>
</tbody>
</table>

3.1.3 **Physical Approximations and Boundary Conditions**

For both models, the blood flow was approximated as laminar, and the blood was considered to be an incompressible, Newtonian fluid with a dynamic viscosity of 0.0035 Pa·s and a density of 1050 kg/m$^3$. The walls of the arteries are characterised by no-slip, rigid wall boundary conditions. These are all common model assumptions when simulating the haemodynamics in large arteries (Doyle et al. 2013).

The segregated flow model (uncoupled velocity and pressure equations) is implemented as the flow is considered to be incompressible, and the implicit unsteady solver is chosen; it is the only solver available with the segregated flow model in STAR-CCM+ (CD-adapco 2014). The default 2nd order upwind convection scheme is used by the segregated flow model to calculate the flux at the cell faces.
The Implicit Unsteady Model

In the Implicit Unsteady approach, at each time-step, the solution is found by solving an equation, or system of equations, in terms of both the current state and future state of the system. Each physical time-step involves some number of inner iterations to converge the solution (CD-adapco 2014). STAR-CCM+ implements a ‘SIMPLE algorithm’ (Semi-Implicit Method for Pressure Linked Equations; Ferziger & Perić 2002, pp. 170-178) when the flow is segregated to control the solution update and enforce mass conservation with each time-step. The temporal discretisation of the implicit solver is set to second order. This improves the time accuracy of the solution by calculating the solution with two time levels instead of one (first order). To understand the second-order temporal discretisation used by STAR-CCM+, consider the estimation of a transient gradient \( \frac{d}{dt} f(t) \):

\[
\frac{d}{dt} f(t) = \frac{(a^2 - 1)[f^{n+1} - f^n] + [f^{n-1} - f^n]}{a(a - 1)\Delta t^{n+1}},
\]

where, \( n \) is the solution at the current time level and:

\[
a = 1 + \frac{\Delta t^{n+1}}{\Delta t^n},
\]

\[
\Delta t^n = t^n - t^{n-1}
\]

This method gives more weight to the forward approximation, \( f^{n+1} - f^n \), than the backward, \( f^{n-1} - f^n \).

Dynamic Time-stepping and the Convective Courant Number

In STAR-CCM+, the convective Courant number is a field function that provides the local (cell) convective Courant number for a given time-step. The convective Courant number is the ratio of the physical time-step to the mesh convection scale. A solution is considered ‘time accurate’ if the average convective Courant number is one in the area of interest (Nath 2014): this would mean that the fluid is convected approximately one cell length per time-step. When the solution is ‘time-accurate’ the high-velocity flow patterns are captured by the model (Steinman 2013).
For both the healthy and the diseased geometry, a dynamic time-stepping system is implemented using user-defined field functions to ensure that the convective Courant number does not exceed one in the majority of cells in the iliac arteries (at any point in the cardiac cycle). During each time-step, at each cell, the \textit{required} time-step ($\delta t$) for a \textit{desired} Courant number ($Cn$) is approximated using the following equation (Xu 2014):

\[ \delta t = Cn \frac{\sqrt[3]{V}}{|\mathbf{v}|} \]  \hspace{1cm} (3.7)

where,

- $\sqrt[3]{V}$ is an estimation of cell size using the cell volume $V$, and
- $|\mathbf{v}|$ is the local velocity magnitude.

Logically, due to the variation in the cell sizes and local (cell) velocity, there are a whole range of different $\delta t$ values throughout the domain. Thus, the next time-step used by the solver is the average of the $\delta t$ field across the cells spanning the iliac arteries (i.e. Figure 3-8). Where, the value of $Cn$ is set accordingly (0.1 for the healthy geometry; 0.025 for the diseased geometry).
Initial Conditions
The blood is initialised with a small velocity \( \mathbf{v} \) so that the initial dynamic time-step is not infinite (see equation (3.8)): \[
\mathbf{v}(X,Y,Z) = \{0, 0, -0.01\} \text{ ms}^{-1}
\] (3.8)
where, the global Cartesian coordinate \( Z \) is normal to inlet boundary.

The initial pressure is 0 and the reference pressure is 1 atm.

Inlet and Outlet Boundary Conditions
1) Flow Inlets
A velocity inlet is used as the inlet boundary to the healthy geometry. The data used is taken from work done by Mills et al. (1970) on the pressure-flow relationship and vascular impedance in man. Twenty-three patients (some with heart disease) were studied using catheter-tip probes to investigate pressure-velocity relationships in the major arteries. The presence of the catheter-tip probe has a flattening effect on the profile and it is reasonable
to assume that the velocity waveforms obtained are proportional to the flow waveforms (Mills et al. 1970).

Ironically, the healthy geometry used here is unhealthily narrow. The artery branches are of normal length, while the widths are unusually small. The inlet (abdominal aorta) diameter is 12.7 mm, compared with the average for the wider population of approximately 20 mm (Hirsch et al. 2006). For this reason the mass flow through the healthy geometry is significantly less than the norm. However, priority is given to the estimation of WSS using velocities of regular magnitude.

A mass flow inlet is specified as the inlet boundary to the diseased model which uses an average waveform of 21 AAA patients previously examined using Doppler ultrasound by Fraser et al. (2008).

![Figure 3-9: Inlet Waveforms: healthy waveform period 1.0 s (Mills et al. 1970); disease waveform period 0.92 s (Frazer et al. 2008).](image-url)
For both models, the inlet waveforms (Figure 3-9) are digitised using the freeware java program Plot Digitizer. The digitised data is spline interpolated into STAR-CCM+ from a comma-separated-value file (a function of STAR-CCM+).

2) Flow Outlets
For both geometries, the outlet boundary conditions are specified as mass-flow inlets that allow 15% of the flow through each internal iliac artery and 35% though each external iliac artery (common mass flow targets; Les et al. 2010). The field function applied at each outlet boundary is simply a scaled version of the inlet mass-flow field function (see Figure 3-10) (possible due to incompressibility).

![Healthy Geometry: Mass Flow-rates at the Inlet and Outlets](image)

Figure 3-10: Healthy geometry: inlet and outlet boundary conditions. The inlet flow-direction convention (inflow: negative) is reversed here so that the mass flow-rates in and out of the model may be easily compared. Note: in the healthy geometry the internal iliac arteries have two exists, designated: Internal IA R1 and R2 for the right side of the patient, and Internal IA L1 and L2 for the left side of the patient.

In the healthy geometry, the presence of the internal iliac artery bifurcations means that the flow exiting each internal iliac artery is split between two downstream outlet boundaries (Figure 3-1). To estimate the proportion of internal iliac flow out these boundaries a steady
state model was run using the ‘fine’ mesh mentioned in the above meshing section (Section 3.1.2). The peak velocity from Mills’ data (Figure 3-9) was used as the inlet boundary condition. All of the outlet boundaries were pressure outlets set to the field function of pressure. This is a very simplistic approach where the fluid exits the domain at the outlets according to the upstream resistance, as the pressure boundaries do not force a result.

3.1.4 Wall Shear Stress and the Oscillatory Shear Index

*Wall Shear Stress Monitoring and Grid Convergence Variables*

The spatial average and standard deviation of the WSS magnitude are monitored at the internal and external iliac arteries. The regions over which these parameters are monitored are specified as sections of the domain surface, shown below for the diseased geometry (Figure 3-11); see Appendix B, Figure B-2 for the healthy geometry surface sections. For the last cardiac cycle executed by the solver the monitor data is time-averaged and used as the grid solution values \( f \) in the calculation of the GCI (Equation (1.5), Section 1.1.4).

![Diseased geometry surface sections used to monitor WSS throughout the cardiac cycle.](image)

Figure 3-11: Diseased geometry surface sections used to monitor WSS throughout the cardiac cycle.
The Time-Averaged Magnitude and Maximal Magnitude of Wall Shear Stress

A field-mean monitor is used to discretely average the WSS magnitude field over the previous cardiac cycle/cycle duration. The time between samples \( t_s \) is:

\[
t_s = \frac{T}{40}
\]  
(3.9)

where, \( T \) is the period of the cardiac cycle defined at the inlet boundary. The field-mean monitor provides an approximation of the TAWSS integral (Equation (3.10)) (Soulis 2011) for all faces on the domain surface.

\[
TAWSS = \frac{1}{T} \int_{t-T}^{t} \|WSS\| \, dt
\]  
(3.10)

where,

\( \|WSS\| \) is the instantaneous WSS magnitude, and

\( t \) is the instantaneous time.

Furthermore, a field-maximum monitor is used to store the largest WSS magnitude that occurs at each cell, within a discretised data set described by the same sample period and sampling frequency (Equation (3.9)).

Oscillatory Shear Index

The OSI is a mechanical factor that measures the oscillation of the WSS vector. It relates the magnitude of the time-averaged WSS vector with the time-averaged magnitude of WSS (or TAWSS). The OSI quantifies the WSS vector deflection from predominant blood flow direction during the cardiac cycle. The OSI is calculated as (Soulis 2011):

\[
OSI = 0.5 \times \left( 1.0 - \frac{\frac{1}{T} \int_{t-T}^{t} WSS \, dt}{\frac{1}{T} \int_{t-T}^{t} \|WSS\| \, dt} \right)
\]  
(3.11)

The OSI value can vary from 0.0, for no-cyclic variation of the WSS vector, to 0.5, for 180.0° deflection of WSS direction. A field-sum monitor is used to sum the magnitude of
the WSS and the value of the WSS vector in all three global coordinates (X, Y, Z), again, using the same sampling frequency and over the same sample period as TAWSS monitor. The following user-defined field function (Equation (3.12)) is implemented in STAR-CCM+ to calculate the OSI.

\[
OSI = 0.5 \times \left( 1.0 - \frac{\text{mag}([\text{SumWSS}_x, \text{SumWSS}_y, \text{SumWSS}_z])}{\text{SumWSS}_{mag}} \right)
\] (3.12)

where,

- \$ references a scalar function or variable,
- \( \text{mag} \) is a vector operation that calculates the magnitude of a vector, and
- \( \text{SumWSS}_x, \text{SumWSS}_y, \text{SumWSS}_z \) and \( \text{SumWSS}_{mag} \) represent the field monitors.

### 3.2 Results and Discussion

For both geometries (and all mesh densities), the spatial-averaged (Figure 3-12), standard deviation, minimum and maximum WSS magnitude traces for the external and internal iliac arteries showed negligible change between the second and third cardiac cycles (and thereafter). This was also found for the solution of the pressure field. Henceforth, the analysed results are taken from the third cardiac cycle, unless otherwise noted. This section of the report will begin by addressing how well the models relate to the CFD ‘best practices’ identified in Section 1.1.4. Following that, the Maximal WSS magnitude, TAWSS and OSI fields will be discussed alongside the theories for aneurysmal progression, before summarising the key limitations of the models.
3.2.1 Analysis of CFD Practices Used

1) Modelling Blood as a Newtonian, Incompressible Fluid

The incompressible fluid assumption is appropriate here as the velocity in the models and in-vivo never approaches 0.3 Mach.

The observed presence of slow flow (low shear rate) within aneurysmal regions (Figure 3-13) and near the outer-walls/shoulders of some bifurcations may promote localised non-Newtonian behaviour. This would raise the viscosity in these small regions, and by correlation, the WSS. However, the effect this has on the solution is thought to be of second order in arteries of this size (Steinman 2013). Figure 3-13 below shows the stagnation of near-wall flow within the diseased geometry at peak velocity. The boundary layer separates under the influence of the pressure gradient as it enters the internal IAA.
2) The Performance of the Laminar Flow Model

As discussed in Section 1, the choice of the laminar flow model omits turbulence, and while the flow in an AAA is undoubtedly turbulent during late systole it largely becomes laminar again during diastole (Les et al. 2010). For both the healthy and the diseased geometry, the Reynolds number was estimated to be the largest (~2180) at peak flow/systole within the abdominal aorta of the diseased geometry (using Equation (2.1)). Thus, it is unlikely that the occurrence of turbulence in the iliac artery regions would be of great significance. Ultimately, the modelling of turbulence remains uncommon in large artery/aneurysm CFD (Steinman 2013) as it appears to have a short duration, and because most turbulence models assume fully-developed turbulent conditions (Les et al. 2010).

3) The Treatment of the Boundaries

By implementing prescribed mass flow boundary conditions at the inlet and outlets the target flow rates were enforced, and therefore also the velocity field. This methodology is used for AAA models investigating WSS (Doyle et al. 2013). Inherently, the Navier-Stokes
equations are a set of highly-coupled partial differential equations (Sodja 2007), therefore in this case, the solution of the pressure field is calculated with respect to the velocity field. This is a recipe for a non-physiological pressure field when patient-specific flow waveforms are not used. However, a reasonable approximation of the velocity field and WSS is maintained. Furthermore, while having other implications, the rigid artery walls forgo the influence that the wall motion has on the local velocity and WSS. However, the general consensus is that this is another second-order effect in large artery models (Steinman 2013).

4) **The Selection of a Polyhedral Mesh**

It is also not uncommon for polyhedral meshes to be used for aneurysmal flows (Steinman 2013). The polyhedral mesh was chosen in preference to its unstructured counterpart: the tetrahedral mesh. As mentioned in Section 1, a polyhedral mesh is thought to require four-times fewer cells, half the memory and a fifth to a tenth of computing time than a tetrahedral mesh to achieve the same solution (when using STAR-CCM+ as the solver).

5) **The Refinement of the Prism-Layer Mesh**

The following figure shows the node-interpolated velocity plotted at cell centroids across the width of the left diseased external iliac artery (for the ‘fine’ mesh) (Figure 3-14). The plot is at peak systole, in a region of high WSS. As desired, a reasonably smooth discretisation of the boundary-layer velocity occurs, although, the concentration of prism-layer cells close to the wall does not want to be any lower. If the prism-layer spacing parameter was increased slightly, higher velocity gradients might be caught. However, the observed spatial distributions of TAWSS for the ‘coarse’, ‘medium’ and ‘fine’ meshes already show little variation from one to the other (Figure B-3, Appendix B).
Figure 3-14: Node-interpolated velocity profile for a line passing through a high-flow region in the left external iliac artery of the diseased geometry (‘fine’ mesh).

6) Numerical Convergence

Due to the dynamic time-stepping function used, the variation in the flow field with each time-step was minimal. The reduced time-step during peak flow (early in the cardiac cycle) can be seen in the time-step trace below (Figure 3-15). Ultimately, only five internal iterations were required by the implicit unsteady solver to converge the solution at each time-step. Regarding this, the values which the residuals converged to, were between $10^{-2}$ and $10^{-4}$, varying over each cardiac cycle.

Figure 3-15: Diseased geometry: ‘fine’ mesh time-step trace for three cardiac cycles (T). The initial spike is attributable to the initial conditions.
7) The Mesh Refinement Analysis

For both the healthy and the diseased model a mesh refinement study was undertaken using the recommended approach: doubling and quadrupling the mesh density, and monitoring the convergence of key variables (Stewart et al. 2012). In this case, the time-averaged, spatial-averaged WSS and time-averaged, standard-deviation of TAWSS were chosen as they represent aspects of the flow field that must be captured. From this data, the spatial discretisation error (in the areas of interest) was estimated using the GCI method, as it is considered a very robust method for reporting discretisation error (Celik et al. 2012).

Looking at the results of the mesh refinement study:

- Increasing the density of the mesh led to higher velocity gradients being captured proximal to the arterial surface boundary. This was expected and can be seen as an increase in the time-averaged, spatial-averaged WSS values used to calculate the GCI (Figure 3-16 and Figure 3-18).

- The mean of the GCI values calculated from the time-averaged, spatial-averaged WSS were 2.12% for the healthy model, and 0.97% for the diseased model, while the GCI values calculated from the time-averaged, spatial standard deviation of WSS were even lower (see Figure 3-17 and Figure 3-19).

In light of these results, the fine mesh solution for the WSS in the areas of interest seems to be sufficient. However, it should be noted that the mesh dependence of the velocity field elsewhere in the domains remains unchecked.
Figure 3-16: Diseased geometry: normalised time-averaged, spatial-averaged WSS vs. the total cell count for each solution. ‘f’ is the solution for a given mesh; ‘f\text{mean}’ is the average of the three solutions: ‘coarse’, ‘medium’ and ‘fine’.

Figure 3-17: Diseased geometry; normalised time-averaged, spatial standard deviation of WSS vs. the total cell count for each solution. ‘f’ is the solution for a given mesh; ‘f\text{mean}’ is the average of the three solutions: ‘coarse’, ‘medium’ and ‘fine’.
Figure 3-18: Healthy geometry; normalised time-averaged, spatial-averaged WSS vs. the total cell count for each solution. ‘f’ is the solution for a given mesh; ‘f_{mean}’ is the average of the three solutions: ‘coarse’, ‘medium’ and ‘fine’.

Figure 3-19: Healthy geometry; normalised time-averaged, spatial standard deviation of WSS vs. the total cell count for each solution. ‘f’ is the solution for a given mesh; ‘f_{mean}’ is the average of the three solutions: ‘coarse’, ‘medium’ and ‘fine’.
The exact cell counts of each of the meshes are listed in the Table 3-4 below.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Cell count: 'coarse'</th>
<th>Cell count: 'medium'</th>
<th>Cell count: 'fine'</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>721,318</td>
<td>1,325,965</td>
<td>2,531,131</td>
</tr>
<tr>
<td>Diseased</td>
<td>866,755</td>
<td>1,580,059</td>
<td>3,001,171</td>
</tr>
</tbody>
</table>

Table 3-4: Exact cell counts for each mesh. Note: when solving the ‘fine’ meshes it took approximately 2.5 days to calculate the solution for one cardiac cycle using 15 of 16 cores of a current generation Intel Xeon CPU. This is attributable to the fine time-steps used.

8) The Use of Bench-Mark Validation Data

The magnitude of TAWSS found in the AAA region of the diseased geometry is within the same range as the results found by other CFD models and AAA geometries (Figure 1-3, Figure B-3 (Appendix B)). However, due to the scarcity of models containing IAAs, the comparability of WSS in those regions could not be checked. The lack of patient specific data is also unfortunate.

When considering the comparison of the solution against the analytical Navier-Stokes solutions, the solution to unsteady pipe flow is the most comparable to flow within an artery branch. However, this has not been looked into. Instead, looking at the inability of the solution in Section 2 (steady pipe flow) to perfectly capture the velocity profile using a similar mesh density, it may be said that some aspects of the flow field are likely to be unresolved.

3.2.2 Maximal WSS and Time-Averaged Wall Shear Stress Fields

For both geometries, the distribution of the maximal WSS and TAWSS is similar. For the diseased geometry, the maximal WSS and TAWSS functions saw focal increases within the patient’s right-hand external iliac artery (Figure 3-20). Focal increases in these WSS parameters were also observed within the lower segments of the internal iliac arteries, where the flow should have branched off into a handful of minor arteries (see Section 1, Figure 1-1). Notably, these focal increases in WSS exceeded the WSS at nearby bifurcation regions; where the flow impinges on the artery wall and high WSS is expected (Norman & Powell 2010). The maximal WSS distribution for healthy geometry shows the elevated
WSS at the bifurcation regions (Figure B-3, Appendix B). Furthermore, the aneurysmal regions are predominantly characterised by low TAWSS and are void of any focal increases in WSS. The results do not show any affirmation of the high-flow theory for aneurysmal progression and, rather, they support the low-flow theory.

Figure 3-20: Diseased geometry (facing the right side of the patient): Maximal WSS that occurred over the 4th cardiac cycle; ‘fine’ mesh solution.

The iliac artery regions of low TAWSS (below 0.4 Pa) are shown in Figure 3-21. At 0.4 Pa the endothelial phenotype is known to change to atherogenic, and below 0.36 Pa, monocytes adhere to the endothelium, and are involved in the inflammation and degradation of the extracellular matrix (Section 1.1.2).
For both the healthy and the diseased geometries, there are no regions within the external iliac arteries where the TAWSS is below the threshold for monocyte adhesion. In the healthy geometry the TAWSS falls below 0.36 Pa at the outside shoulders of internal iliac arteries, where the common iliac arteries bifurcate, and in a number of places lower down the internal iliac arteries. Whereas, for the diseased geometry, only the aneurysmal regions contain areas of TAWSS low enough for monocyte adhesion to occur. Furthermore, while...
there is uncertainty comparing the results of a model with strict quantitative thresholds, when the total distribution of WSS in iliac arteries is considered it is clear that the internal and common iliac arteries experience lower WSS than the external iliac arteries. The TAWSS histograms of diseased geometry’s non-aneurysmal (left-side) internal and external iliac arteries show this trend (Figure 3-22).

Figure 3-22: Diseased geometry; ‘fine’ mesh. Histograms showing the distribution of TAWSS across cells within specified surfaces (Figure 3-11).
3.2.3 Oscillatory Shear Index and Time-Averaged Wall Shear Stress

For the healthy geometry, the abdominal aorta, common iliac artery back-sides and internal iliac artery shoulders all have large OSI values (>0.45). The greatest concentration of cells with high OSI occurs within the abdominal aorta.

![Image of OSI field](STAR-COM+)

Figure 3-23: The OSI field for both the healthy and the diseased geometries; ‘fine’ meshes. Left image: front/right side of the diseased patient geometry. Right image: front/left side of the healthy patient geometry.

Even during systole, the aneurysmal regions that are afflicted by the lowest TAWSS seem to maintain oscillatory flow characteristics throughout the cardiac cycle (i.e. boundary-layer separation (Figure 3-13) and local flow circulation (Figure B-4, Appendix B)). In the presence of slow, oscillatory flow and associated high local particle residence times the likelihood that platelets and monocytes will adhere to the endothelium in areas of low WSS is increased. By observing the regions of low TAWSS (<0.36 Pa) limited by high OSI (>0.4) the resulting field (Figure 3-24) indicates the areas that are most susceptible to a degraded artery endothelium and monocyte adhesion. Ultimately, the overall distribution is similar to the regions of low TAWSS in Figure 3-21, while highlighting how the AAA dominates in terms of these haemodynamic extremes (supporting its prevalence).
3.2.4 Limitations

The main limitations of this study are the lack of patient specific data and the absence of the minor arteries that attach to the internal iliac arteries (Figure 1-1). The absence of these arteries undermines the validity of the observations made. In reality the flow field within the lower iliac arteries would be different and the upstream flow field would be altered by a change in the impedance and boundary conditions representing the downstream vascular bed (Vignon-Clementel et al. 2006). Furthermore, the lack of patient-specific data retards the validation of the CFD models, while also forcing boundary conditions to rely on waveforms derived from other patients.

By implementing the prescribed (non-patient-specific) mass-flow boundary conditions to the inlet and outlets of each geometry, target flow rates were enforced, the velocity fields were generalised and the downstream impedance was ignored. Regarding this, the solution of the pressure waveforms in abdominal aorta and common iliac arteries more closely resembles the time-shifted velocity waveform than the empirical pressure data (Mills et al. 1970); see Figure 3-25 below.
Figure 3-25: This is a comparison between the pressure waveform found for the healthy geometry and the empirical pressure waveform (Mills et al. 1970). The inlet velocity boundary, and other boundaries used by the healthy geometry are derived from the same patient data. Variation is expected, however the modelled pressure more closely represents the flow boundary conditions applied.

However, the flow boundary conditions are not solely responsible for all non-physiological phenomena that occur. Regarding the above pressure waveform, the rigid boundary condition used for the artery walls affects the nature of the pressure waves that reflect from the periphery, and prohibits the occurrence of pressure changes that would otherwise be induced from the local contraction and expansion of the lumen. However, more importantly this motion influences the WSS field (Sforza et al. 2009).

Furthermore, the use of a viscous flow regime (laminar, transitional-flow or turbulence model) will never completely resolve the viscous flow features when turbulence is present (Les et al. 2010). While it was logical to use the laminar flow regime for flow that is thought to be largely laminar, the existence of turbulence in the geometries was not investigated in detail. Another issue, which could be investigated in future work, is the approximation of viscosity; the Newtonian assumption has its short-comings in regions of low shear rate (associated with regions of slow flow and low WSS).
4 Conclusions and Future Work

The boundary conditions, viscous flow regime and fluid properties used in this study are often implemented when modelling haemodynamics in large arteries (Steinman 2013, Doyle et al. 2013). While some of these approximations are not entirely realistic, they provide an insight into the distribution and nature of the WSS. The distribution of TAWSS and maximal WSS throughout both the healthy and diseased geometries supports the low-flow theory for aneurysmal progression. The large OSI and low TAWSS found at the shoulders of the ‘healthy’ internal iliac arteries may predispose these regions to both atherosclerosis and aneurysmal disease. Furthermore, these haemodynamic extremes do not occur within the external iliac arteries, but are present in the abdominal aorta, common iliac arteries and elsewhere in the internal iliac arteries. These results are in accordance with the arterial regions that exhibit aneurysmal disease. The key findings are listed below; it is important to remember that these findings are representative of two simplified arterial geometries:

- Aneurysmal-prone regions have no areas of elevated WSS (maximal or time-averaged) associated with them and overall possess lower TAWSS than non-aneurysmal regions.
- Regions of low TAWSS (below the threshold for monocyte adhesion) are typically afflicted with elevated OSI, such that the common and internal iliac arteries appear susceptible to (low-flow) aneurysmal progression, while the external iliac arteries do not.

This thesis has tackled an area of aneurysmal disease research which has not been thoroughly investigated. The modelling adhered to CFD best practices and provides a strong (and encouraging) foundation for future CFD investigation of iliac artery aneurysms. Improvements to the current CFD models or modelling methodology would include:

1) The inclusion of the minor arteries that branch from internal iliac arteries; which may be done using idealised geometries.

2) The investigation of the effect that different non-Newtonian fluid approximations have on the WSS distributions, as well as any implications that the inclusion of the minor arteries have regarding the physical approximation of viscosity.

3) The assessment of the extent of turbulent development using a transitional-flow viscous regime.
4) Addressing the non-physiological manifestations attributable to the boundary conditions. The solution at the outflow boundaries may be coupled with one-dimensional models of the respective transient downstream domain (Vignon-Clementel et al. 2010). However, a simpler alternative would be to implement impedance boundary conditions based on some approximated periodicity (Vignon-Clementel et al. 2006).

5) The investigation of vessel wall compliance. The CFD solver may also be coupled with a finite element analysis (FEA) solver to incorporate wall compliance into the models (CD-adapco 2014).

In relation to the site specificity of aneurysmal disease, the end objective would be to accurately calculate the near-wall particle residence times of seeded monocyte-type particles. This would allow the patterns of cell deposition and the probability of recruitment into the vessel wall to be predicted (Hardman et al. 2013). The near-wall lift and drag forces must be included when considering the motion of monocytes and a WSS-limiter should be implemented to adjust the near-wall particle residence times according to monocyte adhesion efficiency (Hardman et al. 2013). In doing this, the mesh dependence of the entire flow field should be looked into, not just the mesh dependence of the viscous boundary layer.

While this study was focused on the site specificity of aneurysmal disease in the iliac arteries, the inclusion of structural interaction (coupled CFD and FEA solvers) would also provide an understanding of the internal wall stresses. Currently, the development of non-invasive imaging, numerical techniques and software technologies have enabled patient-specific modelling to better inform clinicians (Doyle et al. 2009). Once there is a standardisation of cardiovascular-region-specific CFD practices, and a further increase in computing power, CFD models may be developed to predict stress distributions when a patient goes in to see the radiologist. Regarding this, the emergence of GPU-accelerated commercial CFD solvers (ANSYS Inc. 2014) is an encouraging development.
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Appendices

Appendix A

MATLAB Script for Section 2

%@Lachlan Kelsey
%Prism-layer stretching calculator for Hagen-Poiseuille steady pipe-flow theory

%n is the number of boundary layers
%K is the lump of constant terms out the front of Hagen-Poiseuille velocity eqn.
%K is irrelevant
%R is pipe radius
%t1 is the finest prism layer thickness
%plt is total prism layer mesh thickness = fluid boundary layer thickness

%Velocity balance at boundary layer thickness/free-stream velocity:
%(1/2)Vmax = n*K*(2*R*t1+t1^2) ... Solve for t1
%where Vmax = K*R^2

%Relationship between stretching, S, t1 and plt:
%t1*(S^0 + S^1 +...+ S^(n-1)) = plt

%Where S is the parameter to solve!

function S = PrismStret(t1)

R = 4; %Outer radius (in mm)
plt = R - sqrt(1/2*R^2); %prism layer mesh thickness

%Velocity balance at free-stream
t1 = R*((1+1/(2*n))^(1/2) - 1);

S = 1; %Initial Guess
RelError = 10000; %Initialise Error

%Loop
while (abs(RelError) > 0.000000001) %Set tolerance on solution

    sumS = 0; %Reset Solution
    for N=1:n
        sumS = sumS + S^(N-1); %Calculate Solution for S
    end

    AbsError = sumS - plt/t1;
    RelError = AbsError/(plt/t1);
    S = S - S*RelError/100; %Update Relative Error
end

%Check solution
d = zeros(1,length(t1)); %d is distance from wall
d(1) = t1;
for i = 2:n
    d(i) = d(i-1) + d(1)*S^(i-1);
end
r = R - d;
v = R^2 - r.^2;  \% velocity when K = 1;
dv(1)= v(1);  \% change in velocity across each cell is dv
dv(2:n)= v(2:n)-v(1:(n-1));

K = 1/(4*0.0035)*1093;  \% K for Re = 1500
bar(dv(1:n)*K)  \% Plot Solution
Appendix B

Supplementary Figures

Figure B-1: Diseased geometry (peak flow/systole); ‘fine’ mesh. This image shows cells with convective Courant numbers greater than one; a few cells in the lower internal iliac arteries have convective Courant numbers that are slightly greater than one. However, the convective Courant number remains below one for all other regions of the geometry, throughout the cardiac cycle. In the healthy geometry the convective Courant number never exceeds one.
Figure B-2: Healthy geometry surface sections used to monitor WSS throughout the cardiac cycle.

<table>
<thead>
<tr>
<th>Mesh Density</th>
<th>Healthy Geometry: TAWSS</th>
<th>Diseased Geometry: TAWSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Coarse’</td>
<td><img src="image1" alt="Healthy Geometry TAWSS" /></td>
<td><img src="image2" alt="Diseased Geometry TAWSS" /></td>
</tr>
</tbody>
</table>
Figure B-3: Comparison of the TAWSS field (in Pa) for the different mesh densities and both geometries (3rd cardiac cycles).
Figure B-4: Diseased patient geometry (‘fine’ mesh): velocity streamlines showing the flow circulation in the internal iliac aneurysm during peak flow/systole.