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Abstract

This paper describes the updating of the sub-cooled boiling model with the more recent and better sub-models. The improved sub-models include: Hibiki and Ishii [1] correlation for nucleation site density, Kocamustafaogullari [2] correlation for bubble departure diameter and the S-gamma model of Lo and Rao [3] for bubble size distribution in the flow.

The new model has been tested against measured data from Debora [4] and Bartolomei [5]. The results show that improvement in the bubble size prediction has the most significant impact on the accuracy of the model.
Introduction

Modeling of sub-cooled boiling flows using three dimensional CFD methods can be considered fairly well established as most commercial CFD codes offer such modeling capability. This paper describes the updating of the sub-cooled boiling model used by the author with the more recent and better sub-models. The improved sub-models include: Hibiki and Ishii [1] correlation for nucleation site density, Kocamustafaogullari [2] correlation for bubble departure diameter and the S-gamma model of Lo and Rao [3] for bubble size distribution in the flow. It is important to note that both the Hibiki-Ishii and Kocamustafaogullari correlations include experimental data from atmospheric pressure to high pressure flows. Hibiki-Ishii model ranges up to 198 bar and Kocamustafaogullari model up to 142 bar.

The new model has been tested against measured data from Debora experiments [4] and five sets of measured data from Bartolomei [5] for sub-cooled steam/water flows at 147 bar, close to PWR operating pressure. The results show that improvement in the bubble size prediction has the most significant impact on the accuracy of the model. The S-gamma model solves a transport equation for the bubble interfacial area density. It takes the bubble departure diameter and generation rate as boundary conditions and models the bubble size change due to evaporation, condensation, breakup and coalescence.

It has been observed that bubble size is a function of pressure. At higher pressures the vapor bubbles generated at the heated wall and moving in the bulk flow are very small. It is therefore important to take the bubble departure diameter as the boundary value for the S-gamma model. The bubble size predicted by S-gamma is significantly smaller than the simple linear model of Kurul and Podowski [6] which is a function of liquid temperature only and has no dependency on pressure. With smaller bubbles in the S-gamma results, the interfacial area available for heat transfer is increased. The steam condensation rate in the sub-cooled area is greatly enhanced and that has led to much better match of the axial void profiles against the experimental data for all five cases studied.

1. Mathematical model

The standard “two-fluid model” was used in modeling the boiling two-phase flows considered in this paper. In this model the conservation equations for mass, momentum and energy are solved for both phases.

The conservation of mass for phase \( k \) is:

\[
\frac{\partial}{\partial t} (\alpha_k \rho_k) + \nabla \cdot (\alpha_k \rho_k u_k) = \sum_{i=1}^{N} (\dot{m}_{ki} - \dot{m}_{ik})
\]

where \( \alpha_k \) is volume fraction of phase \( k \), \( \rho_k \) is phase density, \( u_k \) is phase velocity, \( \dot{m}_{ki} \) and \( \dot{m}_{ik} \) are mass transfer rates to and from the phase, and \( N \) is the total number of phases. The sum of the volume fractions is clearly equal to unity.
The conservation of momentum for phase $k$ is:

$$
\frac{\partial}{\partial t} \left( \alpha_k \rho_k u_k \right) + \nabla \cdot \left( \alpha_k \rho_k u_k u_k \right) - \nabla \left( \alpha_k \left( \tau_k + \tau'_k \right) \right) = -\alpha_k \nabla p + \alpha_k \rho_k g + M
$$

where $\tau_k$ and $\tau'_k$ are laminar and turbulence shear stresses, $p$ is pressure and $M$ is the sum of the interfacial forces that include drag, turbulent dispersion, virtual mass and lift forces. A full description of these forces can be found in Chapter 5 of the book by Azzopardi et al. [13]. These interfacial forces are described by a rather standard set of formulation and usually available as standard model features in commercial CFD software, for example, see description in Chapter 13 of the STAR-CD software Methodology Manual [14].

The conservation of energy for phase $k$ is:

$$
\frac{\partial}{\partial t} \left( \alpha_k \rho_k h_k \right) + \nabla \cdot \left( \alpha_k \rho_k u_k h_k \right) - \nabla \left( \alpha_k \left( \lambda_k \nabla T_k + \frac{\mu_t}{\sigma_h} \nabla h_k \right) \right) = Q
$$

where $h_k$ is phase enthalpy, $\lambda_k$ is thermal conductivity, $T$ is temperature, $\mu_t$ is turbulent viscosity, $\sigma_h$ is turbulent Prandtl number and $Q$ is the interfacial heat transfer and other heat sources. Since in sub-cooled boiling flows the vapour is always at saturation temperature, the vapour phase can therefore be treated as isothermal at saturation temperature without solving the energy equation.

Further details of the “two-fluid model” used can be found in Lo [7].

### 1.1 Wall Boiling Model

At the heated wall, boiling occurs when the wall temperature exceeds the saturation temperature. The steam generation rate is determined by the wall heat partitioning model as follows:

$$q_w = q_l + q_Q + q_e$$

where, $q_w$ is the total heat flux from the wall, $q_l$ is the single phase convection heat flux that takes place outside the influence area of nucleation bubbles, $q_Q$ is the quenching heat flux within the bubble influence area and $q_e$ is the evaporation heat flux. The convective heat flux is calculated using the standard wall function in the CFD code. The quenching heat flux is modeled as transient heat conduction in a semi-infinite slab according to Del Valle and Kenning [12].

The bubble influence area $A_e$ is defined by,

$$A_e = F_A \frac{\pi d_b^2}{4} N^-$$

where, $F_A$, $d_b$, $N^-$ are model constant, bubble departure size and active nucleation site density, respectively.
The evaporation heat flux is clearly an important parameter for an accurate prediction of the subcooled boiling flows and it can be expressed as,

\[ q_e = \frac{m_d}{6} \rho_s h_{fg} f N' \]

(7)

where, \( \rho_s \) is the steam density, \( h_{fg} \) is the latent heat and \( f \) is the bubble departure frequency.

In most commercial CFD codes, Tolubinsky [8] bubble departure size model, Kurul & Podowski [6] active nucleation site density model and Cole’s [9] bubble departure frequency model are adopted in their wall boiling models. A summary of these models can be found in Lo [7] and Tentner et al. [11]. These models have very simple forms and they do not reflect properly their dependency on the flow, pressure and fluid properties. In this paper, we have replaced these models with better ones.

1.2 Active nucleation site density

For active nucleation site density, Hibiki et al.’s [1] model was adopted. Characteristics of the Hibiki et al. model is that (a) it considers a boundary condition for a wall superheating, and (b) it is validated against a great number of experimental data. It has a wide range of applicability in terms of the mass flow, pressure and contact angle. Hibiki et al.’s correlation is expressed as follows,

\[ N_n = N_s \left[ 1 - \exp \left( \frac{\theta^2}{8\mu^2} \right) \right] \exp \left\{ f(\rho') \frac{\lambda}{R_c} \right\} - 1 \]

(8)

where, \( \theta \) is the contact angle, \( \mu = 0.722 \), \( N_s = 4.72 \times 10^5 \) sites/m\(^2\), \( \lambda = 2.50 \times 10^{-6} \) m. \( R_c \) is a critical cavity radius given as,

\[ R_c = \frac{2\sigma [1 + (\rho_s / \rho_f)] / P_f}{\exp \{ h_{fg} (T_g - T_{sat}) / RT_g T_{sat} \} - 1} \]

(9)

where, \( \sigma \) is the surface tension, \( P_f \) is the liquid pressure and \( R \) is the gas constant based on the molecular weight of fluid.

The \( f(\rho') \) in equation (8) is a function to consider the pressure effect on the active nucleation site density and given as,

\[ f(\rho') = -0.01064 + 0.4824 \rho^* - 0.22712 \rho^2 + 0.05468 \rho^3 \]

(10)

where, \( \rho^* = \log(\rho') \), \( \rho' = \Delta \rho / \rho_s \).

Hibiki et al.’s model is applicable in the range of 0.0 to 886 kg/m\(^2\)s for mass flux, 0.101 to 19.8 MPa for pressure, 5 to 90\(^\circ\) for contact angle and 1x10\(^4\) to 1.1x10\(^10\) sites/m\(^2\) for active nucleation site density. For the calculation of \( R_c \) in equation (9), superheated liquid temperature \( T_g \) near the heated wall is required. However, this temperature is not available in the CFD calculation, \( T_g \) is therefore assumed to be the surface temperature at the heated wall, \( T_s \) in the present work.
1.3 Bubble departure size

For bubble departure diameter the empirical correlation of Kocamustafaogullari [2] is used.

\[ d_w = 2.64 \times 10^{-5} \theta \left( \frac{\sigma}{g \Delta \rho} \right)^{0.5} \left( \frac{\Delta \rho}{\rho_g} \right)^{0.9} \]  

(11)

An important point about this correlation is that it is based on steam-water data range from 0.067 to 141.87 bar.

1.4 Bubble size distribution

For the prediction of bubble size in the flow, the \( S_\gamma \) (S-gamma) model was used. This model represents the bubble size distribution using the Method of Moment approach. The bubble size distribution is assumed to have a pre-defined shape and this shape is retained during the process under investigation. A log-normal distribution is used in this study. The parameter \( S_\gamma \) is a conserved quantity on the volumetric basis and is related to the moment \( M_\gamma \) by:

\[ S_\gamma = nM_\gamma = n \int_0^\infty d^\gamma P(d) d(d) \]  

(12)

From equation (12) we can obtain the bubble number density \( n (=S_0) \) from the zeroth-moment; the interfacial area density \( a_i (=\pi S_2) \) from the second-moment; and the void fraction \( \alpha (=\pi S_\gamma/6) \) from the third-moment. The Sauter mean diameter, \( d_{32} \), can be obtained from:

\[ d_{32} = \frac{S_3}{S_2} = \frac{6\alpha}{\pi} \frac{1}{S_2} \]  

(13)

A transport equation is solved for \( S_\gamma \) as follow:

\[ \frac{\partial S_\gamma}{\partial t} + \nabla \cdot (\vec{u}_G S_\gamma) = s_{br} + s_{cl} + s_{mass} + s_{boil} \]  

(14)

On the right hand side of equation (14) are the sources for breakup, coalescence, mass transfer due to evaporation/condensation and wall boiling. Full description of the breakup and coalescence sources can be found in Lo [3], so will not be repeated here. The sources related to boiling mass transfers in the bulk fluid \( (\dot{m}_{mass}) \) and at the wall \( (\dot{m}_{boil}) \) can be written as follow:

\[ s_{mass} = \gamma \frac{\dot{m}_{mass}}{3} \frac{S_\gamma}{\alpha \rho_G} \]  

(15)

\[ s_{boil} = \frac{6}{\pi} \frac{\dot{m}_{boil}}{\rho_G} d_w^{7/3} \]  

(16)

In equation (16) \( d_w \) is the bubble departure diameter obtained from the bubble departure size model given in equation (11), hence linking the wall boiling model to the bubble size distribution model.
The Sauter mean diameter computed by equation (13) is used to compute quantities such as forces and the second-moment $S_2$ is used for the interfacial area density $a_i$ in the heat and mass transfer terms.

Equation (14) for the second-moment is in fact equivalent to the Interfacial Area Transport (IAT) equation reported in the literature. The differences between the two models are in the source terms for breakup and coalescence. Note that several $S_γ$ equations can be solved together for different moments such that the model can be extended to more complex distribution functions. Gas expansion due to changes in the external pressure can be included but not in this study.

2. Results

The model described above was tested against a large number of cases with experimental data in a systematic study of the model performance. The study includes grid sensitivity study, turbulence model, wall treatment, and various aspects of the wall boiling model. These details are reported in Yun et al. [10] so will not be repeated here.

2.1 Debora test case

One test case from Yun et al. [10] is described here for discussion. The test case chosen, DEB10, is one of the DEBORAs experiment reported by Yao and Morel [4]. The computed results using the model described above are labeled “S-gamma”. For comparison the same calculations were repeated using the correlation from Kurul and Podowski [6] giving bubble size as a function of liquid sub-cooling. The results are labeled “Linear”.

Figure 1 shows the results from both methods are in reasonable agreement with the experimental data for the radial distribution of void fraction at the measuring plane near the pipe exit. The advantage of the $S_γ$ method is shown in Figure 2a. Since it includes the bubble departure diameter at the heated wall into account, it can capture the near wall profile better. The curves show there is substantial bubble growth due to coalescence and evaporation in the bulk fluid. The interfacial area density is better predicted by the $S_γ$ method as shown in Figure 2b.

Figure 1 shows an over-prediction of void in the near wall region and under-prediction in the pipe centre region. With a small amount of void in the centre region the bubble size is correspondingly smaller as shown in Figure 2a. These results suggest that the radial migration of the bubbles as represented by the lift force is not strong enough. With adjustment of various model parameters described in [10], better results can be obtained as shown in Figure 3.

The significant of this work is that the $S_γ$ model provides a mechanistic approach to model the bubble size distribution in boiling two-phase flows accounting for breakup, coalescence, evaporation, condensation and vapor generation at the boiling wall. This model has shown to give better results for boiling two-phase flows.
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Figure 1  Radial distribution of void fraction.

Figure 2a  Radial distribution of Sauter mean diameter.

Figure 2b  Radial distribution of interfacial area density.

Figure 3  Radial distributions for DEB10 with improved model. Extracted from Yun et al [10]
2.2 Bartolomei test cases

Bartolomei et al. [5] carried out a systemic experimental study of steam-water flows in vertical pipes investigating the effect of pipe diameter (D), pressure (P), water flow rate (G), wall heat flux (Q) and inlet sub-cooling (ΔT). Five test cases conducted at 147 bar were selected for analyses in this paper, since this pressure is close to the PWR operating pressure that we are interested in. The operating conditions of these five cases are tabulated in Table 1. In these experiments the axial void was measured and the results are plotted against thermodynamic quality as shown in Figure 4. Note that Figure 4 was extracted from the paper by Bartolomei [5] published in 1980. The paper was written in Russian, it was difficult to determine the accuracy of the measured data (i.e. error bar). The vertical axis in Figure 4 is axial void and the horizontal axis is thermodynamic quality as a measure of axial distance. The computed axial void profiles for the five test cases are shown in Figures 5, 6 and 7. The figures show that the “Linear” model consistently over-predicted the void in the pipe whereas the “S-gamma” results agree well with the measured data.

<table>
<thead>
<tr>
<th>Cases</th>
<th>P (bar)</th>
<th>G (kg/m²·s)</th>
<th>Q (MW/m²)</th>
<th>ΔT (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bart22 □</td>
<td>147.9</td>
<td>1878</td>
<td>0.42</td>
<td>16.43</td>
</tr>
<tr>
<td>Bart23 Δ</td>
<td>147.4</td>
<td>1874</td>
<td>0.77</td>
<td>27.47</td>
</tr>
<tr>
<td>Bart24 ●</td>
<td>147.5</td>
<td>2123</td>
<td>1.13</td>
<td>48.59</td>
</tr>
<tr>
<td>Bart25 ×</td>
<td>147.0</td>
<td>2014</td>
<td>1.72</td>
<td>63.38</td>
</tr>
<tr>
<td>Bart26 o</td>
<td>149.9</td>
<td>2012</td>
<td>2.21</td>
<td>144.51</td>
</tr>
</tbody>
</table>

Table 1 Experimental conditions of Bartolomei cases
Figure 4  Experimental results of Bartolemei cases.

Figure 5  Comparison of results for Cases Bart22 and Bart23.

Figure 6  Comparison of results for Cases Bart24 and Bart25.
Contour plots of the computed results are provided in Figures 8, 9 and 10 to illustrate the differences between the “Linear” and “S-gamma” results. Figure 8 shows that the bubble diameter computed by the “Linear” model is much larger than the “S-gamma” model. The “Linear” model calculates the bubble diameter based on the local water temperature and take no consideration of the bubble departure diameter at the wall nor the time and conditions required for the bubbles to grow. Since the water temperature near the wall is high the model returns a larger bubble diameter there. The “S-gamma” model takes the bubble departure diameter as the boundary value and computes the bubble size change due to coalescence, breakup, evaporation and condensation. Figure 8 shows that the bubble size computed by the “S-gamma” model is much smaller. With smaller bubbles, the interfacial area for heat transfer increases and the condensation rate is higher as shown in Figure 9. The net effect of higher condensation rate is the smaller void in the flow shown in Figure 10.
3. Conclusions

In this paper we have described the sub-cooled boiling model with the improved sub-models of Hibiki and Ishii [1] correlation for nucleation site density, Kocamustafaogullari [2] correlation for bubble departure diameter and the S-gamma model of Lo and Rao [3] for bubble size distribution in the flow. We have found that the bubble size model has the strongest effect on the
accuracy of the computed results. The bubble diameter computed by the “Linear” model is too large which gives rise to over-prediction of the void in the flow. The bubble diameter computed by the “S-gamma” model is smaller leading to higher interfacial area and stronger condensation. The computed void is smaller and much closer to the measured data.
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